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System size in number

Cholice of classification approach

of examples
< 100,000 Traditional, non-Mahout approaches should work very well. Mahout may
even be slower for training.
100,000 to 1 million Mahout begins to be a good choice. The flexible APl may make Mahout a
preferred choice, even though there is no performance advantage.
1 million to 10 million Mahout is an excellent choice in this range.
> 10 million Mahout excels where others fail.
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Scalable algorithm
(Mahout wins!)

Non-scalable algorithm

Number of training examples

Traditional
data mining
works here

Scalable solutions required

Mahout ,o o asb

~




N
m Mahout ,o o asb

sz b S 99959 iz b SOl eoliiul b as gusgl9 e
Sg o0 Sl 89290 (2935 i b 3l (92

3, (£2955 969959 b ools o] o as g Fol @

=9 9.6°939 Ol (Somuly (pedu Sun @

e g ool Lol o gz it Sl @
@




(559L) ool

Classification system

Training examples : —
i - I Training
with reference - i , Model
decisions Predictors : algorithm
and target ',
variables -
Copy /
/
.4
New Modol Emulated
examples | predictors Esilmated decisions
variables ‘, target
only variable

(o i) i Loy

\"




(5 750L) (b0

)Y

Learning
L algorithm
T | x1..xn

(S i) i Lo 3]

@

A;.gc\.o.f.]a)Lfow

& &

~




& 29 &l

Type of value Description

Continuous

Categorical

Word-ike

Text-like

This is a floating-point value. This type of value might be a price, a weight, a time, «
anything else that has a numerical magnitude and where this magnitude is the key

property of the value.

A categorical value can have one of a set of prespecified values. Typically the set o
categorical values is relatively small and may be as small as two, although the set
can be quite large. Boolean values are generally treated as categorical values.
Another example might be a vendor ID.

A wordHike value is like a categorical value, but it has an openended set of possible

values.

A text-like value is a sequence of word-like values, all of the same Kind. Text is the
classic example of a textlike value, but a list of email addresses or URLs is also text-

like.
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Name

from-address
in-address-book?
non-spam-words
spam-words
unknown-words

message-length

Type
Word-like
Categorical (TRUE, FALSE)
Text-like
Textlike
Continuous

Continuous

Je = SRy €l

Value

George <george@fumble-tech.com>
TRUE

Ted, Mahout, User, lunch

available

0

31
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Offer
User userld
birthDate productld
gender price —
discount °h>‘h> OlS)b )& LQ Oa‘é ®
time %

Product L)<= Purchase
typeld ofterld
colorld time

IS 8,90 s solo il 6l w SQL jews @

select

now ()} -birthDate as age, gender,
typeld, colorId, price, discount, offerTime,

ifnull {purchase.time, 0, purchase.time - offer.time) as purchaseDelay,
ifnull {purchase.time, 0, 1) as purchased

ftrom
offer

join user using (userId)
join product using (productId)

left ocuter join purchase using (offerId);
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From: rdippecld@qualcomm.com (Ron "Asbestos" Dippold)
Subject: Re: text of White House announcement and Q&A

Originator: rdippold@qualcom.qualcomm.com Header
Nntp-Posting-Host: qualcom.cualcomm.com

Organization: Qualcomm, Inc., San Diego, CA

Lines: 12

ted@nmsu.edu (Ted Dunning} writes:

»nobody seems to have noticed that the clipper chip *must* hawve been
>under development for considerably longer than the 3 months that
»clinton has been president. this i1s not something that choosing
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Header

Subject

From

Lines
QOrganization
Distribution
Nntp-Posting-Host
NNTP-Posting-Host
Reply-To
Keywords
Article-1.D.
X-Newsreader
Summary
Originator
In-Reply-To
News-Software
Expires

In-reply-to

To

X-Disclaimer

Disclaimer

Weather
Orginization
Oganization
Oanization

Moon-Phase

11,314
11,314
11,311
10,841
2,533
2,453
2,311
1,720
926
673
588
391
201
219
164
113
101

80

64

56
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Comment

Text

Sender of message

Number of lines in message

Related to sender

Possible target leak

Related to sender

Same as previous except for capitalization
Possible cue, not common, experiment with this
Describes content

Too specific

Software used by sender

Like “Keywords”

Similar to “From,” but much less common
Probably just an ID number, rare

Software used by sender

Date-specific, rare

Probably just an ID number, rare

Possible target leak, rare

Noise, rare

Possible cue due to newsgroup paranoia level, rare

Bizarre header
Spelling errors in headers are surprising

Well, maybe not

Yes, really, one posting had this; open source is
wonderful
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for (File file : files) {

BufferedReader reader = new BufferedReader (new FileReader (file)):

String ng = file.getParentFile() .getNam=(}; |dﬂﬂ“¥

int actual = newsGroups.intern(ng) ; ‘ﬂa newsgroup

Multiset<String> words = ConcurrentHashMultiset.create();

String line = reader.readLine();

while (line != null && line.length{) > 0} { Check for line
if (line.startsWith("Lines:")) { count header

String count = Iterables.get(onColon.split{(line}, 1);

try |
lineCount = Integer.parselnt {count);
averageLineCount += (lineCount - averageLineCount)

/S Math.min(k + 1, 1000} ;
} catch {(NumberFormatException =) {

lineCount = averageLineCount;
1
1
boolean countHeader =
line.startsWith("From:") || line.startsWith("Subject:")||
line.startsWith("Keywords: "} || line.startsWith("Summary:")};
de {
StringReader in = new StringReader {line) ;
if (countHeader} { Count words
countWords (analyzer, words, in); in headers
1
line = reader.readLine():;
} while {(line.startsWith{" "}};
} Count words
in body

countWords {analyzer, words, reader);

reader.close() ;
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Vector v = new RandomfccessSparseVector (FEATURES) ;
bias.addToVector (null, 1, w):

lines.addToVector(null, lineCount / 30, v):
loglines.addToVector (null, Math.leg(lineCount + 1), v);
for (String word : words.elementSet()) {

encoder . addToVector (word, Math.log(l + words.count (word)), v);
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OnlinelogisticRegression learningAlgorithm =
new OnlinelogisticRegression|(
20, FEATURES, new L1())
.alpha(l) .stepOffset (1000)
.decayExponent (0.9)
.lambda(3.0e-5)

.learningRate (20) ;
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learningAlgorithm.train(actual, v);
]{++;
int bump = bumps[(int} Math.floor(step) % bumps.length];
int scale = (int) Math.pow(1l0, Math.flcor(step / bumps.length));
if (k % (bump * scale) == 0} {

step += 0.25;

System.out.printf("%10d %10.3f %10.3f %10.2f %s %s\n"

k, 11, averagelLlL, averageCorrect * 100, ng,

newsGroups.values () .get (estimated) ) ;

}
learningAlgorithm.close();
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Execution

Size of data set Mahout algorithm Characteristics
model
Small to medium Stochastic gradient descent (SGD) Sequential, Uses all types of predictor
(less than tens of family: online, variables; sleek and efficient
millions of training OnlineLogisticRegressicon, incremental over the appropriate data
examples) CrossFoldLearner, range (up to millions of train-
AdaptivelogisticRegression ing examples)
Support vector machine Sequential Experimental still; sleek and
(SVM) efficient over the appropriate
data range
Medium to large Maive Bayes Parallel Strongly prefers text-like data;
(millions to hundreds of medium to high overhead for
millions of training training; effective and useful
examples) for data sets too large for SGD
or SVM
Complementary naive Bayes Parallel Somewhat more expensive to

train than naive Bayes; effec-
tive and useful for data sets
too large for SGD, but has
similar limitations to naive

Bayes
Small to medium Random forests Parallel Uses all types of predictor
(less than tens of variables; high overhead for
millions of training training; not widely used (yet);
examples) costly but offers complex and

interesting classifications,
handles nonlinear and condi-
tional relationships in data
better than other techniques




